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ABSTRACT

The domain state model for exchange bias consists of a ferromagnetic layer exchange
coupled to an antiferromagnetic layer. In order to model a certain degree of disorder within
the bulk of the antiferromagnet, the latter is diluted throughout its volume. Extensive
Monte Carlo simulations of the model were performed in the past. Exchange bias is
observed as a result of a domain state in the antiferromagnetic layer which develops during
the initial field cooling, carrying a remanent domains state magnetization which is partly
irreversible during hysteresis. A variety of typical effects associated with exchange bias like,
e. g., its dependence on dilution, positive bias, temperature and time dependences as well
as the dependence on the thickness of the antiferromagnetic layer can be explained within
this model.

INTRODUCTION

For compound materials consisting of a ferromagnet (FM) in contact with an
antiferromagnet (AFM) a shift of the hysteresis loop along the magnetic field axis can
occur which is called exchangebias (EB). Often, this shift is observed after cooling the
entire system in an external magnetic field below the N•i temperature TN of the AFM.
Although EB is well known since many years[1, 2] its microscopic origin is still discussed
controversially. For a review of the vast literature on EB the reader is referred to an article
by Noguis and Schuller [3].

In the approach of Malozemoff [4, 5, 6] EB is attributed to the formation of domain
walls in the AFM, perpendicular to the FM/AFM interface due to interface roughness.
These domain walls are supposed to occur during cooling in the presence of the magnetized
FM and to carry a small net magnetization at the FM/AFM interface. This interface
magnetization is furthermore supposed to be stable during the reversal of the FM,
consequently shifting the hysteresis loop. However, the formation of domain walls in the
AFM only due to interface roughness is energetically unfavorable and its occurrence and
stability has never been proven.

Because of these difficulties other approaches have been developed. In a model
introduced by Koon [7] EB is obtained through a mechanism in which a domain wall forms
in the AFM parallel to the interface while the magnetization of the FM rotates. This
mechanism has been proposed earlier by Mauri et al. [8]. Nevertheless it was shown by
Schulthess and Butler [9, 10] that in this model EB vanishes if the motion of the spins in
the AFM is not restricted to a plane parallel to the film as was done in Koon's work. To
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obtain EB Schulthess and Butler assumed uncompensated AFM spins at the interface.
However, their occurrence and stability during a magnetic hysteresis loop is not explained,
neither in their model nor in other models [11, 12] although uncompensated AFM spins
were observed experimentally [13, 14].

In a recent experiment Milt6nyi et al. [15] showed that it is possible to strongly
influence EB in Co/CoO bilayers by diluting the antfferromagnetic CoO layer, i. e. by
inserting non-magnetic substitutions (Col-.Mg.O) or defects (Co 1 _,O) not at the
FM/AFM interface, but rather throughout the volume part of the AFM. In the same letter
in was shown that a corresponding theoretical model, the domain state model, investigated
by Monte Carlo simulations shows a behavior very similar to the experimental results. It
was argued that EB has its origin in a domain state (DS) in the AFM which triggers the
spin arrangement and the FM/AFM exchange interaction at the interface. Later it was
shown that a variety of experimental facts associated with EB can be explained within this
DS model [16, 17, 18, 19, 20].

The importance of defects for the EB effect is also confirmed by recent experiments on
Fe.Znl.F 2/Co bilayers [21] and by experiments [22, 23] where it was shown that it is
possible to modify EB by means of irradiating an FeNi/FeMn system by He ions in
presence of a magnetic field. Depending on the dose of the irradiation and the magnetic
field present at the time of irradiation, it was possible to manipulate both the magnitude
and even the direction of the EB field. Further support for the relevance of domains in EB
systems is given by a direct spectroscopic observation of AFM domains [24, 25].

DOMAIN STATE MODEL

The domain state model [15] for EB consists of tFM monolayers of FM and tAFM

monolayers of diluted AFM. The FM is exchange coupled to the topmost layer of the
AFM. The geometry of the model is sketched in Fig. 1 for tFM = 1 and tAFM = 3.

Figure 1: Sketch of the DS model with one FM layer and three diluted AFM layers. The
dots mark defects. The easy axis of both, FM and AFM is the z - axis.

The system is described by a classical Heisenberg model with nearest neighbor
exchange on a simple cubic lattice with exchange constants JFM and JAFM for the FM and
the AFM respectively, while Jnmr stands for the exchange constant between FM and AFM.
For the nearest neighbor-exchange constant JAFM of the AFM which mainly determines its
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N6el temperature we set JAPM -JFMl 2. For simplicity, we assume the same value for the
interface coupling, but with positive sign (JIrr = -JAFM). Also, we assume that the values
of the magnetic moments of FM and AFM are identical (included in the magnetic field
energy B). The Hamiltonian of our system is thus,

W J.F- E -r- d S P.+ dS.2+

(ij) i

where ? denote normalized spins at sites of the FM layer and e denote normalized spins
at sites of the AFM.

The first line of the Hamiltonian describes the energy of the FM with the z-axis as its
easy axis (anisotropy constant d, = 0.02Jfp). d, sets the Stoner-Wohlfarth limit of the
coercive field, i. e., the zero temperature limit for magnetization reversal by coherent
rotation (B. = 2d., in our units, for a field parallel to the easy axis). The dipolar
interaction is approximated by an additional anisotropy term (anisotropy constant
d = -O.lJu) which includes the shape anisotropy, leading to a magnetization which is
preferentially in the y - z-plane. We checked, however, that its value does not influence our
results, as far as the EB is concerned. The second line is the contribution from the AFM
also having its easy axis along z direction. The AFM is diluted, i. e., a fraction p of sites is
left without a magnetic moment (e, = 0) while the other sites carry a moment (f = 1).
The last term describes the interaction of the FM with the interface AFM monolayer.

Eq. 1 suggests a simple ground state argument for the strength of the bias field.
Assuming that all spins in the FM remain parallel during field reversal and that some net
magnetization of the interface layer of the AFM remains constant during the reversal of the
FM a simple calculation gives the usual estimate for the bias field,

tFMBEB = JiNTmENT, (2)

where mINT is that stable part of the interface magnetization of the AFM (per spin) which
is responsible for the EB. For an ideal uncompensated and totally stable interface one
would expect mnr-T = 1. As is well known, this estimate leads to a much too high bias field,
while for an ideal compensated interface, on the other hand, one would expect mINT = 0
and, hence, B~m = 0. Experimentally, however, often there is on the one hand no big
difference between compensated and uncompensated interfaces and on the other hand it is
found that BE is much smaller than Jrr/tpm, rather of the order of a few percent of it.
The solution of this puzzle is that mINT is neither constant during field reversal nor is it a
simple known quantity [19, 18] and we will discuss this in detail in the following.
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RESULTS

Monte Carlo methods are used with a heat-bath algorithm and single-spin flip
dynamics [26] for the simulation of the model explained above. The trial step of the spin
update consists of two steps: first it is a small variation within a cone around the initial
spin direction, followed, second, by a total spin flip. This twofold spin update is ergodic
and symmetric [27] and can take care of a broad range of anisotropies, from very soft spins
up to the high anisotropy (Ising) limit. We perform up to 40000 Monte Carlo steps (MCS)
for a complete hysteresis loop.

To observe the domain structure of the AFM we have to guarantee that typical length
scales of the domain structure fit into our system. In the following we show results for
systems of lateral extension L x L with L = 64 or 128 and a thickness of tFM = I and tAFM

ranging from 3 to 9. We use periodical boundary conditions within the film plane and open
boundary conditions perpendicular to it.

The main quantities which we monitor are the thermal averages of the z-component of
the magnetic moment for each individual monolayer normalized to the magnetic moment of
the saturated monolayer. In our simulations the system is cooled from above to below the
ordering temperature of the AFM. During cooling the FM is initially magnetized along the
easy z axis resulting in a nearly constant exchange field for the AFM monolayer at the
interface. Also, the system is cooled in the presence of an external magnetic field, the
cooling field. In addition to the exchange field from the ordered FM this field acts also on
the AFM. When the desired final temperature is reached a magnetic field along the easy
axis is applied and reduced in small steps down to a certain minimum value and afterwards
raised again up to the initial value. This corresponds to one cycle of the hysteresis loop.

Typical hysteresis loops are depicted in Fig. 2. Shown are results for the
magnetization of the FM (upper figure) as well as that of the AFM interface monolayer
(lower figure). An EB is observed clearly and we determine the corresponding EB field as
BEB = (B+ + B-)/2 where B+ and B- are those fields of the hysteresis loop branches for
increasing and decreasing field, where the easy axis component of the magnetization of the
FM becomes zero.

An analysis of the magnetization curve of the interface layer gives an interesting
insight into the nature of EB. After the field cooling procedure the AFM interface carries a
magnetization (mi). A part of this AFM interface magnetization is stable during hysteresis
and leads to the fact that the magnetization curve of the interface layer of the AFM is
shifted upwards. This irreversible part of the interface magnetization of the AFM acts as
an additional effective field on the FM, resulting in EB. Note that the interface
magnetization of the AFM also displays hysteresis, following the exchange coupling to the
FM. This means that the whole interface magnetization of the AFM consists of a reversible
part leading to an enhanced coercivity and an irreversible part leading to EB.

In experiments usually the magnetization of the whole FM/AFM bilayer is measured.
The corresponding sample magnetization loop might not only be shifted horizontally but
also vertically. The vertical shift contains contributions from the volume part of the AFM
as well as from its interface. The volume magnetization of the AFM is induced by the
cooling field and hence not shifted when the cooling field is zero and shifted upwards when
it is finite. The interface contribution depends on the sign of the interface coupling and
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Figure 2: Simulated hysteresis loops of the DS model as explaned in the text. Dilution p,=
0.4, kBT =0.lJpu, positive interface coupling, AINT =IJAYMI. AFM anisotropy k, = JFm/ 2.
The cooling field was B, = O.25JINT. Shown is the magnetic moment of the FM and the
interface monolayer of the AFM (normalized to its saturation value.)
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Figure 3: Snapshot of a spin configuration in a small portion of the interface monolayer
of the AFM after field cooling (B, = 0.25JFM). The color coding distinguishes different
AFM domains. The circles mark sources of magnetization. The external field and the FM
magnetization are pointing up.

may be positive, as in our calculation, or even negative for negative interface coupling (see
also [28, 19, 181).

With the following two sketches we want to illustrate on a more microscopic basis
where the interface magnetization of the AFM and its partitioning in reversible and
irreversible parts comes from. Figure 3 shows spin configurations in a small portion of the
interface monolayer of the AFM after field cooling. The simulated system size is
64 x 64 x 10 with only one FM monolayer. For simplicity, this simulation was performed in

the Ising limit for the AFM (k, -4 oo). The dilution p of the AFM is 50 %, nevertheless the
spins are much more connected than it appears from the sketch via the third dimension.

Obviously, the AFM is in a domain state. The reason for the domain formation and,
consequently, for the lack of long-range order is the interface magnetization which couples
to the exchange field coming from the FM and the external field (both pointing up)
lowering the energy of the system. The interface magnetization follows from two

contributions. Examples for both are indicated via the circles.
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Figure 4: Snapshot of the same portion of the AFM interface monolayer after reversal of
the FM (B = -0.25Jprr). The circles mark once again sources of magnetization where the
domain wall magnetization is reversed while the volume magnetization is unchanged. The
external field and the FM magnetization are now pointing down.

One contribution comes from parallel spin pairs in the domain walls, all pointing up in
our example, i. e. into the direction of the exchange field of the FM and the external field.
We will call this part in the following domain wall magnetization. A second contribution
comes from an imbalance of the number of defects of the two antiferromagnetic sublattices.
We will call this contribution in the following volume magnetization. The imbalance of the
number of defects of the two antiferromagnetic sublattices also leads to a net
magnetization within a domain which couples to the exchange field of the FM and the
external field. The reason for the imbalance is that the domain structure is not random.
Rather, it is an optimized structure arising during the initial cooling procedure with as
much magnetization as possible coupling to the exchange field of the FM and the external
field, following the energy minimization principle.

However, an AFM interface magnetization alone cannot lead to EB. Only the
irreversible part of it (during hysteresis) may lead to EB. Figure 4 shows for comparison
.spin configurations in the same portion of the interface monolayer of the AFM after
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reversal of the FM. Clearly, the bigger parts of the domain structure did not change during
reversal of the FM. However, there are rearrangements on smaller length scales, leading
mainly to the fact that the domain wall magnetization changes its sign. In Figure 4 all of
the spin pairs within domain walls are pointing down following the reversed FM and the
external field.

However, the volume magnetization coming from the defects remains frozen. The
stability of the domain structure stems from the fact that the domain walls are pinned at
defects sites as well as between pairs of spins which are aligned with the field. Hence,
during a movement of the domain wall energy barriers may have to be overcome by
thermal activation. This explains why a large domain in general will stay in a metastable
state on exponentially long time scales, while rearrangements on a shorter length scale are
possible, of course depending on the temperature and the material parameters of the AFM.

Many of the essential properties of diluted AFMs, the occurrence of domain states,
metastability, remanent magnetization and slow relaxation, among others, have been
investigated before, even though not in the context of EB (for reviews on diluted AFMs see
[29, 30], for a detailed discussion of the connection between diluted AFMs and EB systems
se [18]).

An important property of diluted AFMs is the slow relaxation of the remanent
magnetization, i. e., the magnetization obtained after switching off the cooling field. Here
it is known that the remanent magnetization of the DS relaxes non-exponentially on
extremely long time scales after the field is switched off [31, 32, 33] or even within the
applied field [34, 35, 36]. In the DS model EB is related to this remanent magnetization.
This implies a decrease of EB due to slow relaxation of the AFM DS. Especially, the reason
for the so-called training effect can be understood from Figs. 2, where it is shown that the
hysteresis loop of the AFM interface layer is not closed on the right hand side. This implies
that the DS magnetization is lost partly during the hysteresis loop due to a rearrangement
of the AFM domain structure. This loss of magnetization clearly leads to a reduction of
the EB for the next loop.

CONCLUSIONS

It was shown both, experimentally [15, 19] and by Monte Carlo simulations [15, 18],
that diluting the AFM in the volume part away from the FM/AFM interface significantly
enhances EB. This dilution supports the formation of domains in the volume of the AFM
which carry magnetization. The DS of the AFM is to some extent frozen during hysteresis
and this irreversible part of the DS magnetization at the AFM interface leads to EB.

In the domain state model, domain formation is crucial for the existence of EB.
Without domain formation there would be no EB for compensated and a much too high
EB for uncompensated interfaces. Defects in the AFM favor domain formation and thus
make the distinction between compensated and uncompensated interfaces to a large extent
obsolete. Also, it should be noted that the occurrence of a DS with an irreversible surplus
magnetization is not restricted to diluted AFMs. Spin glasses, for instance, show similar
features and it is known that the EB effect occurs also in compounds of FM and spin glass
t3]. In these systems we believe the same mechanism leading to EB in our DS model is also
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at work.
Important features of EB systems found experimentally [19] have their counterpart in

the simulations [18], such as the order of magnitude of EB fields, the shape of hysteresis
curves, the dilution dependence of EB, its temperature dependence, the training effect, and
the occurrence of positive EB. The dependence of EB on thickness of the AFM is further
discussed in [161, the dependence on the anisotropy of the AFM in (17].

Recent experiments [22, 23] which showed that EB can be modified by means of ion
irradiating, i. e., by inducing defects in the bulk of the AFM underline the importance of
defects for the understanding of EB. The DS model for EB in which the ion irradiation is
modeled as a second dilution of the AFM after the initial cooling procedure explains the
experimental facts in terms of domain rearrangements caused by diluting the system within
an applied field [20].

In conclusion, our simulations strongly suggest that the existence of a DS in the AFM
enhanced by defects or any other mechanism reducing the energy necessary to form
domains in the volume part of the AFM, is a common feature of FM/AFM compounds
showing a significant EB.
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